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Lecture 1 : Introduction

Lecturer : Jeffrey Everts , 5. 32 jeffrey everts& fur . edup
Material : Lecture notes (in progress
Website : www. fuw . edu .ph/-jeverts/teaching/statphysb
Organisation : Lectures on Wednesday ,

12: 15-15 : 00 ,
room 2

.

06.

Tutorials onThursday , 16 : 15-19 : 00 , room 1 .38

Examination : Mid-term (30%) , Final (40% ) ,
hand-ins (30%)

WinStatistical Physics about ? Microscopic interpretation :
-se

Typical physical system can be described by a Hamiltonian I e . g.

HN) + () % = ( ,,....- ,Ex)
inIm - -N : = (r, . . . . . , N)- potential energy
hiratis energy

For a classical systems we would like to know ?* CH ,

* (t)S
(phase space)

gdetermined by= Hamilton equations
↑ GN initial conditions-

of motion

In the case of quantum system : it I() = FI/IAT
Schrodinger equation (Hilbert

space)
However

, only limited number of problems are"solvable"
· Single particle (E = 0) However, macroscopic

23
· Particle inexternal potential systems N-10...
· Two-particle problems with radial potentiall.
Classical mechanics

, quantum mechanics



②
Macroscopic interpretation :

Justead of [*(t), " (ETS (classical) or /ICt)) Iquantum) the

macroscopic state is determined by just a few variables.

Examples : N M uN (chemical work
, mass transport)

V -pV (mechanical)it TS Cheat)-I H F . Fi Cmagnetic) -
⑮ E ↑ E Selectric)

NY L
extensive intensive
variables variables

IElit
El E, +F2 .

This is the field of(equilibrium) thermodynamics.
-> Roughly speaking how the available energy of a system is
redistributed between heat and work .

Classical->modynamicmechanics,
2G I ↑

&wantum mechanis,
----

microscopic macroscopic.

statistical
mechanics.

Pragmatic view on statistical mechanics : (Recall
we assume elementary

knowledge on stat mech)

Consider time evolution ("It) ,

* (t)) or 14(t)) ·

~ system withenables
m "line" in phase space/Hilbert space- 2 controlled .

E
.g.
E

,
N
,
V

Nindependent measurements. fixed.#) of observable O



③

③ where we measure long enough (N+a)a

2
system will flow arbitrarily close to all

microscopic states consistent with constraints.

Then

Oobs = I. T (Number of times state v is (Jaobserved in the N observations
: = Pr .

with Ou : Sullus. S probability/fraction of
fine spent in state r .

=> Oobs =& PO = [O) Ensemble average

Continuous case : ↑:=(
* ) .

to+

8:/+ O (r(t)
For I sufficiently long J =CO]

(0) : Sar f(r)OCN Ergodic system (not obvious !)

How do we construct Pr/f(N) ?
Fundamental assumption of statistical mechanics (cannot be proven
-

-

For an isolated system with fixed E , V , N all microscopic states

are equally likely at thermodynamic equilibrium.

Uniform distribution of microscopic states with same energy
and system size. Equilibrium is the most "random" state.

For example for discrete energy levels Pr NIVIE)
j
E ,Ev



⑭
Normalisation : ZIP = 1 . ES INVIED= E , Er

Continuous (classical) case : fr (T) =E
-H(r)

w(E, V,N)

where w(E
,
V
, N) = SdNiCE-H(rl) .

Link to thermodynamics S = kil (NIVE) .

2) The collection ofmicrostates subjected to macroscopic constraints
is called an ensemble· E . g. (NIV,

E) fixed is called microcanonical

ensemble .

From the microcanonical ensemble other ensembles can be derived

For example ,
canonical ensemble - (N ,

V
,
T fixed .

States given by F/4) = EvItr)

E
Ng + Nr =N

(N
,
V

,
E) fixed .

Est Er = E

Vs +VR =V .

System is in equilibrium with bath : B := t =
Niv.

We take reservoir in thermodynamic limit:
ER*

-7
Suppose Eg : Eo . -

=> (N ,V ,Ellester s (Ns ,VsiEr)& n(NriVRiE-Er) .
Fundamental assumption : Prochip (NR , VRiE-Ev) .

of stat mech = exp [In&R(Ni ,VRiE-Eul]



↓
ErE ⑤

=> InRi(E-Er) = In Aple)-(river ...
-

- Pr
Higher orderterms vanish :

·'InDRE . g.
- viv"-Groser">o

Datensive
=> Pro exp(-BEr)

[P = 1 Es Pr=t ePEr.
z(N , V IT)

EIN
,VIT) = Ze-BEr Canonical partition

v function.
Remark : ZENIVIT) : TrleBF].

↑ trace over completesed of states .

Also note that :

LET = ZiPer eBeuerpeEr
E

E

=S
uniform convergent-

Compare : E = F +TS = F-T v = F+p
(dF = - SdT-pdV +MAN)

=(
.

=> BF = -InZ(N , V.T) hink to thermodynamics-



⑯
Other ensembles :

Grand canonical ensemble (M, VIT) fixed.
= ( . V ,T) = Z , eBMNz(N ,

V
,T) (grand-canonical partition

N = 0 function)
with link to thermodynamics : Bh(MVT) = -In E, (r , VT) ,
& (u ,

V ,T) = # (CN) ,VT) -uSN) Igrand potential (

So we see always that :

3 (Thermodynamic) = - log ) partiti on)

S
complete
thermodynamics
vic e .g.

d22 = -SdT-pdV-NdU .

So we could say , the main problem of stat mech is to compute the

partition function

In elementary course of stat mech , you have seen how to

compute partition functions for simple cases.
· Ideal systems (classical and quantum (

/ Fermions-Bosons
· Some simple models ,

like

(ID) Lattice gases , Ising model .



⑦
In Stat Phys B we take it astep further :
· Partition functions of interacting systems

&
mostly classical because for quantum systems
more tools are needed, eg . second quantization .

· Phase transitions .

* Some elementary concepts in non-equilibrium systems -

Placement
-

· Quantum many-body theory.
· Critical Phenomena-

· Non-eg. Stat phys


